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‘STATUS __ fastcall PsSuspendProcess{PEPROCESS Process)

PUDID CriticalRegion; // rdi@1
PEPROCESS Process2; /7 vbpiEi

char #*RundownProtectVUalue; /f/ ri4@1
PETHREAD CurrentThread; // rax@2
HTSTATUS HtStatus; /77 ebxzi@E2
PETHREAD CurrentThread2; /ff rsi@y

CriticalRegion = (PUDID)=HE_FP({__GS__, Bx188i64);

Process? = Process;
-—#((_ WORD #)CriticalReqgion + BxF2);
RundownProtectlUalue = {char =)&Process—->RundownProtect;
if { (unsigned int8)ExAcquireRundownProtection_@(&Process->RundownProtect) == 1 }
{
LODWORD{CurrentThread) = PsGetMextProcessThread{Process2, NULL);// enumerate threads of the process
HtStatus = B3
while { 1)
{
CurrentThread? = CurrentThread;
if ( tCurrentThread }
break;
PsSuspendThread{{ inté4)CurrentThread, HULL);
LODWORD{ CurrentThread) = PsGetNextProcessThread(Process2, CurrentThread2);
H
ExReleaseRundownProtection_B(RundownProtectUalue);
H
else
{
HiStatus = BxCAOAB10A; f/ STATUS_PROCESS IS _TERMINATIHNG
H
KeLeaveCriticalRegionThread{CriticalReqgion);
return HtStatus;
Introduction

Process suspension is a technique which is quite well-known, and it is used for a variety of reasons
(even by malicious software sometimes). The term “suspension” means “stopping” something, and
in-case you did not guess it yet, “process suspension” is a technique to temporarily “stop” a running
process. If you are suspended from school then you won’t be attending for the duration you're
suspended for, and when the term is used with a process, the process won'’t be carrying out any
operations whilst it's suspended.

When you suspend a process, the threads of the process will be set to a suspended state; the
threads of a process are responsible for processing the code belonging to the process — the CPU
executes the instructions. Usually, a process will have more than one thread, and this will allow the
process to execute several operations at the same time simultaneously. If we were to suspend one
of the running threads, then the targeted thread would be postponed from carrying out any
operations until it has been resumed. If we were to suspend each thread contained under the
process object, then we would have successfully suspended the process! To cut it short, process

1/35


https://ntopcode.wordpress.com/2018/01/16/anatomy-of-the-thread-suspension-mechanism-in-windows-windows-internals/

suspension is an operation which relies on suspending the threads of a process — this cuts off code
execution until we resume the process, which consists of resuming each thread under the process
which we put into a suspended state.

When a process is being spawned, there will be a main thread for the process and it will be in a
suspended state until initialisation of the newly starting process has been completed. Even if the
requester of the process spawn operation does not specify the CREATE_SUSPENDED flags, the
process will still be started with a suspended state by the Windows loader until initialisation has been
successfully completed. When the process is ready to start running it's own code due to the
Windows loader being finished, it will resume the main thread which is maintained with a suspended
state until this point (unless the CREATE_SUSPENDED flags were specified by the requester of the
process spawn). The resume operation for the main thread at this point in time will lead to a routine
known as NtResumeThread (NTDLL) being invoked — a system call is performed by the
NtResumeThread stub present in NTDLL to get the real NtResumeThread routine invoked (which
resides under kernel-mode memory — NTOSKRNL which is the Windows Kernel to be precise).

This article will be broken into separated sections. The first section will be discussing user-mode,
and the second section will be discussing kernel-mode. In both sections, suspending and resuming
a process’ threads will be discussed.

Section 1 — User-Mode

When it comes down to suspending a process from user-mode, you have a few options.

» Invoke NtSuspendProcess (NTDLL) which is undocumented. [1]
o Enumerate the threads of the targeted process and invoke NtSuspendThread (NTDLL). [2]
o Enumerate the threads of the targeted process and invoke SuspendThread (KERNEL32). [3]

[1] — The first method noted, via NtSuspendProcess, is the most minimal solution. At the same
time however, it is also one of the most unreliable. NtSuspendProcess is not officially documented
by Microsoft (despite being documented by third-parties for several years), which can only make you
wonder why they are yet to document it themselves considering it is so widely exposed to the public
already — it would take them barely any time to document it over at the Microsoft Developer Network
(MSDN).

The function takes in one parameter only which needs to be the handle to the process being
targeted for suspension, and thus the data-type of this singular parameter is of HANDLE (VOID*).

I've left a type-definition for the NtSuspendProcess routine below.

typedef NTSTATUS(NTAPI *pNtSuspendProcess)(
HANDLE ProcessHandle

);

When you invoke NtSuspendProcess (NTDLL), the system performs a transition operation via a
system call to cause NtSuspendProcess (NTOSKRNL) to become invoked. We can verify these
findings by taking a look at NTDLL.DLL for the NtSuspendProcess exported routine.
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SUBRDUTIHE

public ZwSuspendProcess

ZwiuspendProcess proc near : DATA XREF: .rdatazoff_1801865FE Lo
: oopdata:BABABAATEB1ABEEC]
4C BE D1 now r18, rcx : HtEuspendFProcess
BR B1 @1 A0 A@ no eax, 1B1h
F6 By 2% B8 B3 FE /F ¢ test byte ptr ds:7FFE@308N, 1
75 W3 ]n? short loc 1RAMMAESS
BF 8% syscall
Ca
loc_ 1800A3L5S5: ; CODE XREF: ZuSuspendProcess+1@Tj
Ch 2E int ZEh : DOE 2+ internal - EXECUTE COHMAHD

; DS:5T - counted CR-termipated conmand streing
(] retn
?HSII'E[!FI‘II:IP‘EII!‘!PES H‘ll‘lp

NtSuspendProcess function prologue under NTDLL.

If we remember back to what | have previously said at the start of this article, process suspension
works by suspending the threads of the targeted process. How does NtSuspendProcess work then?
NtSuspendProcess will lead down a path which has one end-result only. The end-result is the
threads of the targeted process being enumerated and each found thread during the enumeration
being applied for suspension.

I've created a very straight-forward user-mode snippet based in C on invoking NtSuspendProcess
(NTDLL) for demonstration purposes. You'll need to include the <stdio.h> and <windows.h> libraries
and add a main entry-point routine to compile and test it out.
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#define STATUS_INSUFFICIENT_RESOURCES 0xCOO0009A

typedef _Return_type_success_(return >= 0) LONG NTSTATUS;
typedef NTSTATUS *PNTSTATUS;

#define NT_SUCCESS(Status) (((NTSTATUS)(Status)) >= 0)

typedef NTSTATUS(NTAPI *pNtSuspendProcess)(
HANDLE ProcessHandle

)i
pNtSuspendProcess fNtSuspendProcess;

BOOLEAN InitializeExports()

{
HMODULE hNtdll = GetModuleHandle("NTDLL");

if ('hNtdll)

{
return FALSE;

}

fNtSuspendProcess = (pNtSuspendProcess)GetProcAddress(hNtdll,
"NtSuspendProcess");

if (!fNtSuspendProcess)

{
return FALSE;

}

return TRUE;
}

NTSTATUS NTAPI NtSuspendProcess(
HANDLE ProcessHandle

)
{

if (!fNtSuspendProcess)

{

return STATUS_INSUFFICIENT_RESOURCES;

}

return fNtSuspendProcess(ProcessHandle);
}

BOOLEAN WINAPI SuspendProcess(
HANDLE ProcessHandle

)
{
if (!ProcessHandle)
{
return FALSE;
}
return (NT_SUCCESS(NtSuspendProcess(ProcessHandle)))
? TRUE : FALSE;
}

Here is a break-down on how the snippet is supposed to be used/work.
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1. The InitializeExports routine (return-type of BOOLEAN) will setup NtSuspendProcess for
usage via a dynamic import. pNtSuspendProcess is a type-definition for the function structure,

and this is used with a global variable which gets pointed to the address of NtSuspendProcess.

This means we can simply treat fNtSuspendProcess like a normal function however it will lead
to NtSuspendProcess (NTDLL) invocation since it points to NtSuspendProcess (NTDLL)
address.

2. After opening a handle to a process (with at-least the PROCESS_SUSPEND_RESUME
access rights present), it can be passed as the parameter for the SuspendProcess routine.
This routine has the WINAPI macro however this simply represents __stdcall, and the NTAPI
macro also represents __stdcall — __stdcall is a calling convention. Just to be clear and not
cause potential confusion, SuspendProcess is not a Win32 API routine, | simply used the
WINAPI macro to represent __stdcall because | prefer to do so.

3. The SuspendProcess routine will call the NtSuspendProcess routine. The NtSuspendProcess
routine which is manually declared will call fNtSuspendProcess which points to the address of
NtSuspendProcess (NTDLL) as previously noted.

[2] — The second method noted, via enumeration of the targeted process’ threads and then
calling NtSuspendThread on each one, is also potentially unstable due to it being undocumented
like the NtSuspendProcess method noted under [1], however it does the job.

NtSuspendThread is not an “officially” documented routine in the same way that NtSuspendProcess
isn’t either. However, NtSuspendThread does not have a complicated structure. The routine takes in
two parameters: HANDLE, and ULONG* (PULONG). The former is for the handle of the thread
being targeted by suspension (we must first acquire a handle to the thread we are targeting in the
same sense that we must have a handle to the target process before we can use
NtSuspendProcess — the handle must have at-least THREAD_SUSPEND_RESUME access rights),
and the latter is to do with a counter of suspensions (as far as | am aware — although it is entirely
optional and whenever I've needed to use this routine I've never had to make use of the second
parameter).

I've left a type-definition for the NtSuspendThread routine below.

typedef NTSTATUS(NTAPI *pNtSuspendThread)(
HANDLE ThreadHandle,
PULONG PreviousSuspendCount OPTIONAL

);

Just like with NtSuspendProcess (NTDLL), when we invoke NtSuspendThread (NTDLL), a system
call is performed by the system to transition from user-mode to kernel-mode; the end-result is
NtSuspendThread (NTOSKRNL) being invoked. The handy thing about NtSuspendThread though is
that we can suspend only X amount of threads, and leave some threads resumed, a perk which
does not come with NtSuspendProcess of course.

A quick snippet of how you would go about using NtResumeThread is left below for you to take a
quick peek at.
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typedef NTSTATUS(NTAPI *pNtSuspendThread)(
HANDLE ThreadHandle,
PULONG PreviousSuspendCount OPTIONAL
)i

pNtSuspendThread fNtSuspendThread;

BOOLEAN InitializeExports()

{
HMODULE hNtdll = GetModuleHandle('"NTDLL");

if (!hNtdll)
{

return FALSE;
}

fNtSuspendThread = (pNtSuspendThread)GetProcAddress(hNtdll,
"NtSuspendThread");

if (!fNtSuspendProcess ||
fNtSuspendThread)

{
return FALSE;

}

return TRUE;
}

NTSTATUS NTAPI NtSuspendThread(
HANDLE ThreadHandle,
PULONG PreviousSuspendCount

)
{
if (!fNtSuspendThread)
{
return STATUS_INSUFFICIENT_RESOURCES;
}
return fNtSuspendThread(ThreadHandle,
PreviousSuspendCount);
}

BOOLEAN WINAPI SuspendThreadwWrapper (
HANDLE ThreadHandle

)
{
if (!ThreadHandle)
{
return FALSE;
}
return (NT_SUCCESS(NtSuspendThread(
ThreadHandle,
NULL))) ? TRUE : FALSE;
}
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In case you’re wondering why | took the leap with the routine naming and used
“SuspendThreadWrapper” instead of “SuspendThread”, it's because there’s already a Win32 API
routine called “SuspendThread”. The SuspendThread routine is exported by KERNEL32.DLL and it
will do the same thing we are doing in our wrapper routine (more-or-less at-least) — it will call
NtSuspendThread (NTDLL).

Bear in mind that you will need to have at-least THREAD _SUSPEND_RESUME access rights on
the handle you attempt to use with NtSuspendThread. To acquire the handle to the thread, you could
use NtOpenThread (NTDLL), or preferably it's Win32 API equivalent which would be OpenThread
(KERNEL32).

Unless you need to suspend a certain amount of threads of a process, it is likely going to be more
convenient to use NtSuspendProcess. The reason being that NtSuspendProcess (NTOSKRNL —
invoked after the NTDLL system call) will call a kernel-mode routine to handle the process
suspension, and this routine will automatically enumerate through all the threads of the targeted
process and call another kernel-mode routine to handle suspension. Whereas, if you are
enumerating the threads and suspending them yourself, you're doing more yourself to replicate the
same functionality. Unless a routine like NtOpenProcess/NtSuspendProcess has been hooked and
you don’t fancy bypassing the set hooks, and NtOpenThread/NtSuspendThread was forgotten
about, then you may as well use NtSuspendProcess if you need to suspend a process.

[3] — The third method noted, via enumeration of the targeted process’ threads and then
calling SuspendThread on each one, is without a doubt the most stable technique. At the same
time though, it's a bit more “obvious”. You'll neither be able to perform a manual transition from user-
mode to kernel-mode to bypass any hooks since it isn’t a Nt* routine which is one down-fall — it is
still the most documented mechanism for accomplishing process suspension though, and for this
reason, it is recommended that you use this technique unless you have specific requirements which
prevents you from doing so.

Despite SuspendThread being the most documented mechanism for accomplishing suspension
functionality, NtSuspendProcess/NtSuspendThread have been around for an extremely long time,
since Windows 2000 | believe. The chances of these routines being deprecated are extremely small,
it would be like making NtOpenProcess obsolete, which | am sure is not going to happen any-time
soon. They are core routines in the Windows Kernel, so whether you go down the undocumented
and less-stable route for this or not, as long as you know how to use the routines properly you likely
won’t have any issues from patch updates any-time soon to say the least.

For the record, SuspendThread (KERNEL32) will call NtSuspendThread (NTDLL). As expected,
NtSuspendThread (NTDLL) will perform a system call and then NtSuspendThread (NTOSKRNL) will
be invoked; NtSuspendThread is not exported by the Windows Kernel however it can still be
accessed if you can find the address via pattern scanning or the System Service Descriptor Table
(SSDT).

Since SuspendThread is documented by Microsoft over at the Microsoft Developer Network
(MSDN), I've left the type definition for the routine below along with the link to the official
documentation.

7/35



typedef DWORD(WINAPI *pSuspendThread) (
HANDLE ThreadHandle

);

https://msdn.microsoft.com/en-us/library/windows/desktop/ms686345(v=vs.85).aspx

The routine can be used the same way as the SuspendThreadWrapper routine we saw earlier which
would call the NtSuspendThread proxy routine. The return value for SuspendThread (KERNEL32)
will be the value returned for the PreviousSuspendCount parameter which is the parameter we
previously ignored with the NtSuspendThread call.

DWORD Status = SuspendThread(GetCurrentThread());

if (Status)

{
printf("Thread suspended\n");

}

If the suspension operation is successful, you'll never reach the conditional statement because the
thread which is supposed to be processing those instructions will be in a suspended state. The
conditional statement won’t be reached until the suspended thread has been resumed (by another
thread which is running or by another process).

We've talked a bit about how we can suspend a process (and how this relies on targeting the
threads) or suspend specific threads, but what about resuming them? We’ll move onto this now
before progressing to the kernel-mode section of this article.

When it comes down to resuming a process from user-mode, you have a few options.

» Invoke NtResumeProcess (NTDLL) which is undocumented. [1]
o Enumerate the threads of the targeted process and invoke NtResumeThread (NTDLL). [2]
o Enumerate the threads of the targeted process and invoke ResumeThread (KERNEL32). [3]

In-case you’re yet to notice, we are doing the same as when we are performing suspension, but in-
reverse. For example, our first option for process suspension would be by invoking
NtSuspendProcess (NTDLL), and our first option for resuming a process would be to invoke
NtResumeProcess (NTDLL). NtSuspendProcess, NtSuspendThread and SuspendThread all have a
“‘Resume” variant; simply replace the “Suspend” key-word in the function routines with “Resume”
and bobs your uncle!

As noted with NtSuspendProcess and NtSuspendThread about stability, NtResumeProcess and
NtResumeThread are in the same boat; they aren’t officially documented by Microsoft and there
must be a reason for this. However, worrying about it isn’t really something you should do,
considering they are core routines used in Windows and the likelihood of them being made obsolete
is very low.

I've left an example below for NtResumeProcess and NtResumeThread. It is more-or-less the same
as the process suspension examples, except for resume instead. You can use ResumeThread the
exact same way you use SuspendThread.
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typedef NTSTATUS(NTAPI *pNtResumeProcess)(
HANDLE ProcessHandle

),

typedef NTSTATUS(NTAPI *pNtResumeThread) (
HANDLE ThreadHandle,
PULONG PreviousSuspendCount OPTIONAL

),

pNtResumeProcess fNtResumeProcess;
pNtResumeThread fNtResumeThread;

BOOLEAN InitializeExports()

{
HMODULE hNtdll = GetModuleHandle('"NTDLL");

if (!'hNtdll)
{
return FALSE;

}

fNtResumeProcess = (pNtResumeProcess)GetProcAddress(hNtdll,
"NtResumeProcess");

fNtResumeThread = (pNtResumeThread)GetProcAddress(hNtdll,
"NtResumeThread");

if (!fNtResumeProcess ||
IfNtResumeThread)

{
return FALSE;

}

return TRUE;
}

NTSTATUS NTAPI NtResumeProcess(
HANDLE ProcessHandle

)
{
if (!fNtResumeProcess)
{
return STATUS_INSUFFICIENT_RESOURCES;
}
return fNtResumeProcess(ProcessHandle);
}

NTSTATUS NTAPI NtResumeThread(
HANDLE ThreadHandle,
PULONG PreviousSuspendCount

)
{
if (!fNtResumeThread)
{
return STATUS_INSUFFICIENT_RESOURCES;
}

return fNtResumeThread(ThreadHandle,
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PreviousSuspendCount);

}

BOOLEAN WINAPI ResumeProcess(
HANDLE ProcessHandle

)
{
if (!'ProcessHandle)
{
return FALSE;
}
return (NT_SUCCESS(NtResumeProcess(ProcessHandle)))
? TRUE : FALSE;
}

BOOLEAN WINAPI ResumeThreadwrapper (
HANDLE ThreadHandle

)
{
if (!ThreadHandle)
{
return FALSE;
}
return (NT_SUCCESS(NtResumeThread(
ThreadHandle,
NULL))) ? TRUE : FALSE;
}

We can check to ensure that the following is true with some simple static reverse engineering.

1. SuspendThread (KERNEL32) -> NtSuspendThread (NTDLL)
2. ResumeThread (KERNEL32) -> NtResumeThread (NTDLL)

The first thing we are going to do is retrieve the address of SuspendThread (KERNEL32) and we’'ll
set a break-point. I'm using Visual Studio 2017 and I'll be using the Visual Studio debugger for this
task.

main( b

FARPROC SuspendThreadAddress = GetProcAddress| Snippet for obtaining the

address to SuspendThread (KERNEL32).
When we debug and the break-point is hit, we can step into/over and then check the value stored
under the SuspendThreadAddress variable.

ddress = GetProcAddress

SuspendThreadAddress kernel32.dINxT4536670 (load symbols for additional information)

Debugging the snippet from above and checking the value held under SuspendThreadAddress after

stepping into w/ the debugger.
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If you go to the top menu in Visual Studio and select Debug -> Windows -> Disassembly (Ctrl + Alt
+ D short-key by default) then you can bring up the Disassembly view. This option won’t be possible
unless you're currently debugging the program.

Address: main{void)

Lim

C SuspendThreadAddress = GetProcAddress(

duleHandle( "KERNEL32"),

getchar();

example of what Visual Studio’s Disassembly view looks like.

If you notice at the top of the Disassembly view we have a text label saying “Address” followed by a
text-box control. We can put in the address we got back for SuspendThread (KERNEL32) and it will
take us to the disassembly at that location; KERNEL32.DLL is loaded under the address space of
our currently-debugged process and the SuspendThread address we got given back from
GetProcAddress is present under memory for the loaded KERNEL32 module in our process — we
can view the disassembly using the Visual Studio debugger.

| -]

Highlight of the Address bar on the Disassembly view.
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Disassembly for SuspendThread (KERNEL32).
Now we’re viewing the disassembly for the SuspendThread function prologue. Hey! What is going
on here? Why are we simply redirecting execution flow to another address via a JMP instruction?

The truth is that the real stub for SuspendThread is now located under another module,
named KernelBase.dll (KERNELBASE) since Windows 8. On previous versions of Windows,
such as Windows Vista and 7, it would have been under KERNEL32 as it is known to be... But many
changes were made in Windows 8 and those changes still haunt us to this day on the latest version
of Windows 10. On 32-bit versions of Windows, a 32-bit compiled copy of kernelbase.dll can be
found under SystemDrive:\WINDOWS\System32\, and on 64-bit versions of Windows, a 32-bit
compiled copy can be found under SystemDrive:\WINDOWS\SysWOWG64\ and a 64-bit compiled
copy can be found under SystemDrive:\WINDOWS\System32\.

_;l PRSI TLR 1O S CLIJUIFLDLE 151 '—l.-l.-ll'_Gl.ILrII CALTI I 1542
|%] kerberos.dll 29/09/2017 14:41 Application extens... 926 KB
|%] kernel.appcoredil 29/09/2017 14:41 Application extens... 34 KB
System32 folder
|%] kernel32.dIl 29/09/2017 14:42 Application extens... 637 KB y
| KernelBasze.dll 29/09,/2017 14:41 Application extens... 2 456 KB
PP

@l brearicn flll 2003207 1441 Annliratinn svtenc AR KR

show-casing the KernelBase.dll is preshent.

We’re going to take a quick peak at KernelBase.dll in Interactive Disassembler (IDA) for static
disassembly. We'll start by making sure there there’s an export available for the SuspendThread
routine.

Mame Address Ordinal
(2] SuspendThread 00000001 B0079EAQ 1609
Exports tab showing that SuspendThread is an export of KernelBase.dlIl.
Well would you look at that! There’s an export for SuspendThread under KernelBase.dll. We'll take a
look at it now.

IDA
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Ltext:0ODRBOR1BOOTPEAD | SUBRDUTIMNE
.text:@00g00018 087 9EAD

Ltext:DODRDBRIEDOTPEAD

LAEext:00DRDDRIBDOTPEAD ; DWORD _ stdcall SuspendThread{HAHDLE hThread)

Lext:OopoBBEIBABTEAD public SuspendThread

Ltext:O0B0ABRIR0BTIEAD SuspendThread proc near : DATA XREF: .rdata:@00000018017ACALL0
LEext: DOBROBR1BRBTIEAD ; -rdatazofF_18021C338 0 ...
Ltext:A00RRGR18ARTIEAD

LEext:O0RROR1BAG7PEAD arg_8 = dword ptr 16h

Stext:ORORABR1RARTEAD

Stext:pROOOOR1EBO7PEAD sub rsp, 28h

Ltext:DODRBOR1BOO7PEAL lea rdx, [rFsp+28h+arg_B]

texl:0RD0BBB1BOBTPEAD call cs:  imp HtSuspendThread

text:00DBBBB1BOBT PEAF test eax, eax

text:0opaBBB180B7T PEBT is short loc 188879EBC

.text:0pe0pBO1800879ERD My gax, [rFsp+28h+arg 8]

LEext:oopoaBEIRaBrYERY

LEext:000RRAR180BTFERY loc_1800F9EBT : » CODE XREF: SuspendThreads26)j
Jtext:0000R0R1RAA7 FERT add rsp, 28h

Ltext:@A00RAGR18AG7 SERR retn
-text:000000G180A79ERE

Dlsassembly for SuspendThread (KERNELBASE).

Looking at the above function prologue, you may already have noticed the pink styled text which
contains the key-word “NtSuspendThread”. Yes, SuspendThread (KERNELBASE) does call
NtSuspendThread (NTDLL); after all, NtSuspendThread (NTDLL) performs the system call so
the functionality (in-which resides in instructions under kernel-mode memory) can really be invoked.
The SuspendThread routine will do some other things aside from calling NtSuspendThread, and
we’ll note these down now for educational purposes.

=R N R -

DWORD _ stdcall SuspendThread{HAHDLE hThread)

{

4

DWORD result; /7 eax@2
DWORD w2; /7 [sp+38h] [bp+18h]E1

if ( NtSuspendThreac*hThread, Guz) < 8 )
{

BaseSetLastHTError();
rFesult = -1;
¥

else

{

result = v2;

}

return result;

Pseudo-code of SuspendThread

(KERNELBASE).
1. Sets up two local variables.

o resultis returned at the end of the routine as the return value for the SuspendThread
routine. The caller gets this value returned back to them to determine if the operation
was/wasn’t successful.

o v2is returned at the end of the routine and it will represent the ULONG return for the
second parameter of the NtSuspendThread call. If we remember back to
NtSuspendThread, there was the PreviousSuspendCount parameter which we were
passing as NULL; SuspendThread (KERNELBASE) will have this value returned to the
caller if the operation is successful.

2. Invoke NtSuspendThread (NTDLL) and set the value of the <v2> local variable as the

PreviousSuspendCount target (return that data to the <v2> variable).

3. If the NtSuspendThread (NTDLL) call does not return STATUS_SUCCESS (which is the same

as 0 — 0x00000000) then invoke BaseSetLastNTError (Win32 API) and set the value of result
to -1 (which will indicate failure to the caller).
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4. If the NtSuspendThread (NTDLL) call does return STATUS _SUCCESS (successful), then set
the value of result to be returned to the caller as the value held under the v2 variable.
5. Return back the value of result

NOTE: result and v2 aren’t the real variable names in the KernelBase.dll source-code. These names
are generated automatically by IDA.

It's more or less pretty straight forward and follows this routine for ResumeThread (KERNELBASE)
also but we’ll look at this as well anyway.

1DWORD _ stdcall ResumeThread{HAHNDLE hThread)
21

2| DWORD result; /7 eax@2

4 DWORD w2; /Ff [sp+38h] [bp+18h]E1

L

6| 1f { HtResumeThread{hThread, &u2) < 8 )
FA

8 BaseSetLastHTError{);

o result = -1;

051

1] else

2 £

(] result = v2;

[ 3

IS return result;

6}

We can see that the same process is being repeated except NtResumeThread (NTDLL) is being
invoked instead of NtSuspendThread (NTDLL).

For the record, the BaseSetLastNTError routine will invoke RtlISetLastWin32Error. The end-result is
the correct error code being set as the “last error” so the caller can invoke GetLastError if the
operation fails and acquire additional information regarding what went wrong; this also means that
the NTSTATUS error code returned by NtSuspendThread/NtResumeThread is converted to a DOS
error code via RtINtStatusToDosError.

We are going to end this section of the article here and progress on to discussing kernel-
mode. The next section will show examples of how to suspend/resume a process from kernel-mode,
along with explanations about how
NtSuspendProcess/NtSuspendThread/NtResumeProcess/NtResumeThread actually work in the
kernel.

Section 2 — Kernel-Mode

In kernel-mode, things a lot different than in user-mode. For starters, you don’t have access to the
Win32 API in kernel-mode; you can communicate to a user-mode process via Inter-Process
Communication (IPC) or perform kernel-mode code injection targeting a user-mode process to get
Win32 API calls invoked but this is not the same as directly using such from kernel-mode, which you
cannot do.
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When working in kernel-mode, you have access to the Native API (NTAPI). The Native API includes
routines with an Nt* prefix which are exported by NTDLL (and those routines exported by NTDLL will
perform a system call — whereas in kernel-mode you don’t need to perform a system call), however
you won'’t have access to all of them by default — there is also the kernel-mode only routines which
don’t follow the Nt* style.

When a user-mode process directly or indirectly invokes an NTAPI routine and a system call is
performed for user-mode to kernel-mode transition, a kernel-mode routine such as
KiSystemCall32/KiSystemCall64 (on the latest versions of Windows 10 after the recent patch
updates regarding Meltdown, there is now
KiSystemCall32Shadow/KiSystemCall64Shadow/KiSystemCall32AmdShadow/KiSystemCall64Shadow)
will be invoked. These routines will call other routines, and a kernel-mode routine named
KiSystemServiceRepeat will eventually be invoked. The KiSystemServiceRepeat routine will access
the System Service Descriptor Table (KeServiceDescriptorTable) which is nothing more than a
dispatch table (another saying of an “array”) which contains pointer addresses — each pointer
address represents the address of a Native API routine within the address space of NTOSKRNL (the
Windows Kernel). There are routines which can be invoked from user-mode via a system call and
there are routines which are “kernel-mode only” (and thus cannot be invoked from user-mode via a
system call). The routines which can be invoked via a system call have an entry in the
KeServiceDescriptorTable, and there’s also a “Shadow” version which would be
KeServiceDescriptorTableShadow to also allow access to pointer addresses of win32k.sys routines.

This article isn’t about going through the process of how a system call works and how the kernel
handles them, it's about suspension of processes and how this mechanism works. However, this is
all related to the topic because both NtSuspendProcess and NtSuspendThread are not exported by
NTOSKRNL. What does this mean? It means that by default, you do not have access to either of
the routines in kernel-mode when developing a kernel-mode device driver. This can be irritating if
you have a genuine reason to suspend a process in kernel-mode, and you may not wish to
communicate back down to a user-mode component to invoke NtSuspendProcess
(NTDLL)/NtSuspendThread (NTDLL) for you.

There are two options in this scenario if you don’t wish to work with a user-mode component (which
would be the most stable option available at this moment in time — and | suggest if you do have a
user-mode component such as a Windows Service, you should make use of such properly).

1. Access the KeServiceDescriptorTable manually and use this as an entry-point to locating the
address of NtSuspendProcess/NtSuspendThread.

2. Find out if there’s an exported kernel-mode routine which can be used for process/thread
suspension.

The first method is very straight forward on 32-bit systems because KeServiceDescriptorTable is
actually exported by the Windows Kernel for 32-bit systems. This means you can find the address to
KeServiceDescriptorTable effortlessly. Sadly, this isn’t the case for 64-bit systems; Microsoft
implemented a feature called PatchGuard for 64-bit versions of Windows only at the start of
Windows Vista and PatchGuard contains a whole wide-range of functionality however one thing they
did when they introduced PatchGuard was not export the KeServiceDescriptorTable. Please do not
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be confused, accessing the System Service Descriptor Table on a 64-bit system will not cause a
BSOD as long as the calculations are correct, however it's more hassle to make use of it due to the
fact that it is no longer exported for 64-bit systems.

If you want to go down the route of accessing the System Service Descriptor Table on a 64-bit
system, it isn’t all that complicated. You can find the address of
KiSystemCall64/KiSystemCall64Shadow/KiSystemCall64AmdShadow via the IA32_LSTAR Model
Specific Register (MSR) and then you can locate the non-exported kernel-mode routine
KiSystemServiceRepeat not far off from the address pointed to by IA32_LSTAR MSR. As we've
already established earlier on, the address of the KeServiceDescriptorTable is exposed in the
KiSystemServiceRepeat routine. People have been using this technique to locate the SSDT on 64-
bit systems for countless years now, but you should avoid doing this unless you really need to,
because Microsoft can change something at any time and prevent your source code from working
on the updated systems.

Thankfully, the idea noted in our second option is a valid option for us when it comes to process
suspension from kernel-mode. As it turns out, there’s a routine exported by NTOSKRNL which is
called by NtSuspendProcess. The sad part is that there is no exported routine for singular thread
suspension, but | suspect most people trying to suspend from kernel-mode will be targeting a whole

process and not after suspending X amount of threads under a process only. The exported routine is

called PsSuspendProcess, and it isn’t officially documented by Microsoft.

[E¥] Fs2et] hreadFroperty VUUUUL | SUUEYLIBU 178
@ PcSetThreadWin32Thread 000000014056E9C0 1723
@ PsSiloContextMonPaged Type 000000014033A9%0 1784

@ PsSiloContextPaged Type 000000014035A598 1785

s lerminateserversilo 4 b

@ PsTerminateSystern Thread 000000014057E100 1739
(2% PsThreadTune NNONNNNTANIFINFD 1740

Exports of NTOSKRNL — highlighting PsSuspendProcess.

We’re going to take a look at how PsSuspendProcess works but we're going to take a look at
NtSuspendProcess beforehand. As previously noted, NtSuspendProcess is not exported by
NTOSKRNL, however it does have an entry under the System Service Descriptor Table, which will
have the pointer address to it’s routine within the address space of NTOSKRNL - if this wasn’t the
case then the Windows Kernel wouldn’t know the location in-memory of the routine when a system
call was performed for it to be invoked.
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PAGE : 0AAAAAATHASBIADE ; —==========c=== SUEROUTI]INE === ressssscessss s s s s s s
PAGE : ABA0AGA1 4858140

PAGE : A0A0AAG1 4A581AD A

PAGE : AAAAAAA HASB1ADA ; _ inté4 _ Fastcall HtSuspendProcess(HAMDLE ProcessHandle)

PAGE : 90000081 48581ADA HtSuspendProcess proc near

PAGE : 0000RAEG1 50581AD 0

PAGE : 00800001 5A581ADA var 28 = dword ptr -28h

PAGE : 90000A1 4B5B1ADA Process = gqword ptr 1@h

PAGE : 000001 40581000

PAGE : ODOBAM HOSB1ADD now r11, rsp

PAGE : BOBDOBAB1 HOSB1ADI push rbx 3 _ intén

PAGE : BBBBBABI HBSB1ADN Sub rsp, hBh

PAGE : A0BBBAB1 hASB1ADE mow rax, gs:188h

PAGE : 30BA0BAO1HASB1AEN mow edx, BA0h

PAGE : A0A0BAO14ASB1AES and quord ptr [r11-16h], @

PAGE : A0ADAAOT14ASB1AER and quord ptr [r11-18h], @

PAGE : AOA0QAE14ASB1AF @ nov r8, csiPsProcessType

PAGE : A0OA0AAG1 4A581AF7 nou r9b, [rax+232h]

PAGE : A0A0AAE1 4A581AFE lea rax, [r11+18h]

PAGE : 0000001 5A5R18 82 nou [v11-28R], rax

PAGE : 000000801 5581886 noy [rspe4Bhevar 28], 75537358h ; int
PAGE : 90000061 4058180 BE [ call ObpReferencelbjectByHandleWithTag
PAGE : 00000001 40581813 noy ebx, eax

PAGE : PDO0QO1 40581815 test eax, eax

PAGE : BODOBAII LOSB1BT is short loc 140581B3h

PAGE : 00000081 40581B19 now rcx, [rsp+i8h+Process] : Process
PAGE : BBBBBAB1HASB1B1E call PssuspendPrncess|

PAGE : A0BDBAB1hASB1B22 mow rex, [Fsp+hBh+Process] ; BugCheckParameter2
PAGE : A0BADBAB1HASB1B2E now edx, 755373%50h

PAGE : A0A0BAO1 4ASB1B2D now ehx, eax

FAGE : AOR0GOA14A5B1B2F call obfDereferencedbjectWithTag

PAGE : AOQAQAAA14ASR1R3 S

PAGE : A0A0AAG1 40581634 loc_ 140581834 : ; CODE XREF: HtSuspendProcess+47Tj
PAGE : 00A0AAG1 50581634 noy eax, ehx

PAGE : 00B0BA01 5ASB1B36 add rsp, 4ih

PAGE : 000000801 5A58183R pop rhx

PAGE : 8000001 HASB1030 retn

PAGE : 9000DO1 48581838 HtSuspendProcess endp

Disassembly for NtSuspendProcess (NTOSKRNL).
In the NtSuspendProcess routine, there are two important things which will happen.

1. The handle is used to retrieve an object. The handle is passed in to the routine as the
parameter which we learnt about during the user-mode section, however the routine doesn’t
actually send the handle anywhere itself. Instead, it retrieves an object to the process using the
handle via an undocumented, non-exported kernel-mode only routine, named
ObpReferenceObjectByHandleWithTag. ObpReferenceObjectByHandleWithTag works by
accessing an undocumented, non-exported table stored in the kernel; the routine will use other
routines such as ExpLookupHandleTableEntry. An object for a process in kernel-mode would
be a pointer structure to the EPROCESS (PEPROCESS) kernel-mode structure for that
process — the EPROCESS structure contains many fields which stores data about that
process. There’s also the KPROCESS structure which is the first field of the EPROCESS
structure and contains a lot of data about the process in question.

2. Invoke PsSuspendProcess. NtSuspendProcess doesn’t really do anything in itself, it just
forwards execution control to PsSuspendProcess. The only reason it calls
ObpReferenceObjectByHandleWithTag in advance to retrieve an object to the process
(PEPROCESS -> pointer structure of EPROCESS to be precise) is because
PsSuspendProcess does not accept a handle as the parameter, but it accepts an object
instead.

If you go snooping around NtSuspendProcess with static disassembly and try to generate pseudo-
code for it, you'll likely get back a messy view which will appear ugly at first. | cleaned up the data-
types and variable names a bit so it is a bit more pleasant and understandable when looking at it.
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HTSTATUS _ fastcall HtSuspendProcess{HAMDLE ProcessHandle)
{
HTSTATUS HEStatus; /7 ebxiEl
EPROCESS =Process; S/ [sp+58h] [bp+18h]E1
MLStatus = DbpReferencedbjectByHandleWithTag(
(ULOHG_PTR)ProcessHandle,
2048,
PsProcessType,
#={ BYTE =)({=MK_FP{__GS__, 392i64) + Bx232164),
‘usSsp’,
(_ intés)&Process,
Pick,
pi6y) ;
if ( HEStatus »= @) £/ IF HTSTATUS is STATUS SUCCESS
{
Htitatus = PsSuspendProcess({Process); /4 Call PsSuspendProcess {HTOSKRHLY
ObfDereferenceldbjectWithTag{ (ULONG PTR)Process);// Clean-up the referenced object
H
return HEStatus;
]

Pseudo-code for NtSuspendProcess (NTOSKRNL).
The following is done in-order.

1.

5.

Two local variables are setup. One has a data-type of NTSTATUS and the other has a data-
type of PEPROCESS (pointer structure variant of EPROCESS). Of course the variable names
in the screen-shot are not the same ones used in the Windows source code, | re-named them.
Earlier in previous screen-shots, variable names like “v2” are neither really from the source
code. IDA just sets it to these by default and you can change them while reversing.

. The local variable which has a data-type of NTSTATUS is assigned a value of the return value

from the ObpReferenceObjectByHandleWithTag call. This routine is now invoked;
ObpReferenceObjectByHandleWithTag returns an NTSTATUS error code.

. The invocation of ObpReferenceObjectByHandleWithTag will assign a value to the local

variable which has a data-type of PEPROCESS (named Process as the variable name by
myself). If you look at the 6"parameter for the ObpReferenceObjectByHandleWithTag call,
we’re passing a pointer to our PEPROCESS variable — the routine will use this to set the value
of our variable in the called routine.

. If the NtStatus value represents success (NT_SUCCESS -> >= 0) then the routine progresses

to call PsSuspendProcess and it will perform a clean-up operation with the object to the
process which was previously retrieved via ObfDerferenceObjectWithTag.
The NtStatus value is returned by NtSuspendProcess back to the caller.

| think it's about time we take a look at the famous PsSuspendProcess routine, don’t you?
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1HTSTATUS __Fastcall PsSuspendProcess{PEPROCESS Process)

Zi€

] FUDID CriticalRegion; JSF rdiEd

N PEPROCESS Process2; /7 rbp@i

L char =RundownmProtectUaloue: ,n‘,u' 1 RE

6| PETHREAD Current |I||I =TiH ,.l’,.l' ¥ 2

¥ HTSTATUS HtStatus; /7 ebx@2

& PETHREAD Curr snlllnl ad?; ff rsi@ |
9

8 Cr |I| al | || = {IUIJlL)*HN FP{_ G5 ., Bx188i64);

1 Pr = OCE

2 —-ur_; '..IIIII'I } riticalRegion + eF2) 3

3 RundownProtectUalue = {::rl.n' #yEProcess=>RundownProtect;

bdiF | Llln-.|nni=t| intH)ExAcquireRundownProtection_0{&" sss=rRundownProtect) == 1 )
]

] LODWORDE entThread) = PsGetHextProcessThread{Process?, HULL) /S enumerate threads of the process
T HtStatus = B3

B while 1)

o {

1] CurrentThEead? = CuFrrFentThie

1 ifF { TCurrentThies ¥

2 break;

3 PsEuspendThread({__inLéW)CurrentThread, HULL);

L] LODHORD{ CurrentThread) = PsGetHextProcessThread(P: 552, CurrentThread2);
= H

o ExReleaseRundownProtection B RundownProtecktlbalue);

R

Bl else

] 4

[} HEStatus = BxCOAOBB01 06 ; A& STATUS FROCESS IS5 TERMIHATIHG
11 ¥

Z|  HeLeaveCriticalBRegionThread(CrivicalRegion);

Al return Hritatuos:

B[y

Pseudo-code for PsSuspendProcess (NTOSKRNL).
Here’s a break-down of how the routine works, I'll stick to the core parts.

1. The threads of the targeted process are enumerated via PsGetNextProcessThread and a while
loop. The way it works is PsGetNextProcessThread will be called to return a PETHREAD
(pointer to the ETHREAD structure) object for the first thread found within the targeted process
and then an operation using the returned PETHREAD will be performed, followed by another
PsGetNextProcessThread call and a re-start of the loop. PsGetNextProcessThread is an non-
exported kernel-mode only routine. When there are no more threads to be found, the returned
PETHREAD will be nothing (NULL) and this will be caught by the conditional statement which
checks if the variable which is supposed to be returned the next PETHREAD (of the next
thread to be found), and at this point the break instruction is used to exit the while loop since
the operation will have no more business regarding thread enumeration.

2. For each enumerated thread in which a PETHREAD object can be acquired for, the
undocumented and non-exported kernel-mode only routine named PsSuspendThread will be
called, passing the PETHREAD as a parameter.

3. When an occurrence of a NULL PETHREAD returned value is returned, the operation exits
because the loop is exited. Exiting the while loop is followed by the return of the NTSTATUS
error code (which could represent success or failure). The return status for PsSuspendProcess
will always be STATUS_SUCCESS unless the targeted process is in a state preparing for
termination.

We should see what routine PsSuspendThread will call.
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1 dintéd _ fastcall PsSuspendThread{ int64 a1, int =a2)
2K

3| int =u2; 5/ rdiE

4| _ intéd w3; FF rbxE1

S5 intod vl fF rsi@Ed

6 _ intéd u5; FF piaE

7| signed int wé; f/ ebx@3

8| dint v8; /7 [sp+28h] [bp-28h]E1
9

18| v2 = a2;

11| w3 = al;

12 wv& = 8;

13| wh = =MK_FP{__GS__, 392i64);

14| ——%( WORD =){ul + 48L);
15 wh = a1 + 1720;
16| if { (unsigned  int8)ExAcquireRundovwnProtection_B8{a1 + 1728) )

17 4

18 if { *=( DUORD =){u3 + 1744) & 1 )
19 {

28 uhg = 1873781749,

1 ¥

22 else

23 { _

2y jvg = KeSuspendThread{uvi); |

25 vt = B;

26 ¥

27 ExReleaseRundownProtection_8{v5);
28 3}

29 else

ig)

EX | v = — 1873741749 ;

32 ¥

33| HKelLeaveCriticalRegionThread{ui};
in| Jif ( vz )

3% ®)2 = Uf;

36| return (unsigned int)ud;

37

Pseudo-code for PsSuspendThread (NTOSKRNL).

PsSuspendThread will call KeSuspendThread, and KeSuspendThread returns a status which is set
to the value of the second parameter passed in PsSuspendThread as the second parameter.
However, PsSuspendProcess doesn’t care about the second parameter and thus it doesn’t check
the return status by KeSuspendThread. PsSuspendProcess will only return STATUS_SUCCESS or
STATUS_PROCESS IS _TERMINATING.

The fuss regarding the acquisition of “run-down protection” is regarding to preventing the thread
from being “terminated” during the operation. Such would cause system instability and likely would
bug-check the system because the kernel would then be operating with an object which would no
longer be deemed valid.
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|_int6d _ Fastcall KeSuspendThread{ _intéd al)
{
__intéh vi; 44 rbxEd
unsigned _ int8 v2; f7 si@d
signed _ intéd v3; /7 riu@d
volatile signed __ int32 =uh; /f rdi@E1
__intéh vs; /7 r8Ei
unsigned int wé; f/ ebp@E1

L= - - R I — LY R T L

al;

__readcr8();

12| writecr8({2uidy);

13| w3 = =MK_FP(__GS__, 32i64);

4 wuwh = {volatile signed _ int32 =){al + 736);
5| KifncquireKobjectLockSafe{al + 736);

6| w6 = ={ BYTE =){ul + 644);

|7 1if { vwi == 127 )

-
= o
P -

= no

{
|9 _InterlockedAnd{vh, OxFFFFFF7F};

‘| writecr8i{v?):

"1 RtlRaiseStatus({OxCO0B0B4AIGNH) ; |
L »
'3 ++={ BYTE =)}{ul + 644);

!ul if { *KiSuspendThread{v1, uv3, u5) }l
'L T

't _Interiuckedﬂnd(uu, BFFFFFF¥F) ;
'7| HiExitDispatcher{vi);
'#| return vi;

Pseudo-code for KeSuspendThread.
Now here is a more interesting part, but it should get a bit more interesting when we move to
KiSuspendThread.

KeSuspendThread is invoking a routine called RtIRaiseStatus, but this is only happening depending
on a conditional statement. The conditional statement is put in place to determine whether a
suspension of a thread is being taken place in-which the maximum suspension count has already
been met. If we remember back to NtSuspendThread invocation, we had a parameter regarding the
previous suspension count which could be returned to us — SuspendThread
(KERNEL32/KERNELBASE) was making use of it happily and returning it as the return value of the
routine. Well, it turns out that the maximum suspension count is 127. If the conditional statement is
met, a status error code is raised with RtIRaiseStatus. The error code being raised which is
displayed as 0xC000004Ai64 actually translates to 0xC000004A which is the same as
STATUS_SUSPEND_COUNT_EXCEEDED.

The KiSuspendThread routine is called towards the end of the KeSuspendThread routine. As
expected, KiSuspendThread is another undocumented and non-exported kernel-mode only routine.
KiSuspendThread is actually a bit more interesting though, because it exposes how the whole
suspension mechanism in Windows actually works — you may be very surprised at how minimal it
truly is, and it relies on a documented programming technique which most developers will have used
both in kernel-mode and user-mode at-least once in their development time.
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char _ fastcall KiSuspendThread{_ _intéd4 al, signed __intéh a2, _ _intédh ad)
{

signed intéd v3d; /F r15@1

char wh; Jj/f si@Ed

int vi18; /f eaxz@3

char vi1; /7 ¢10@E5

char result; 7/ ali@11

char vi13; ff al@13

int vih; // eax@2A

__intal vi15; fF rox@E2]

signed __ intéds vi6; // rdiE21

signed _ intéhd vi17; // r1aE21

volatile signed  int32 =uv18; /f rbpE23

_ intéh v19; // rour@E2h

_QUORD =vw28; f/ raz@E@25

char v21; Jff ali@3is

unsigned _ intéd4 w22; F7 rbpR37

unsigned __ intéd v23; fF rcxE38

int v24; /7 [sp+56h] [bp+2h]E1

int v25; // [sp+66h] [bp+18h]@33

vl = a2;
ul = B;
u2l = B3 |
_RBX = al;
while { 1 )
{
__asm { lock bts gqword ptr [rbx+4B8h], @ }
if { * CF )
break;
do
Ke¥ieldProcessorEx{&u2Z4);
while { ={ OQWORD =){ REX + &4) };
¥
uld = =( DUWORD =){ RBX + 116);
if { bittest{&ui0, OxEu) )
{
vl = 1;
if { ={ DUWORD =){ RBX + 748) )
{
*{ DWORD =)}{ RBX + 7h@) = B;
il = B;
if  t={ BYTE =){ RBX + 738) )
{
#( BYTE =){ HEX + 738) = 1;
KilnsertQueuefpc{ RBX + 648);
s

000DDBL17 KEiSuspendThread: 24

Pseudo-code for KiSuspendThread (NTOSKRNL) 1/2.
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28 _asm { lock bts gword ptr [rbx+bih], 8 }

ifF { * CF )

an break ;
a do
32 KeVieldProcessorEx{(Guh);
a3 while { ®{ QWORD =){ ROX + &4} )3
an 3

wil = wf DWOHD =)3{ HBX + 116);
a6 AF { _bittest{&uid, BeEu) )
a7l
af uh = 13
ay iF { = _DUDRD =){ REX +« 7H@) )
4 {
W1 wf DWORD =)Y{ REX + ThB) = @;
42 il = B;
43 iF { *s{ BYTE #)( REX + 738} )
I {
45 o GYIE =0( HES + F3@) = 932
46 |li|nsertQupuenp:: REX + GNE); |
7 ¥
b if { HibisableLightUWeightiuspend
49 11 ={ BYTE =){ ROX + 388} = 5
SR [] (#( BYTE #)}( REX + 112) & 7) #= 1
1 1] fvid = =f BYTE =){_REX + 3), vid & mchidl)
52 1l viz < o
LE. || ®{ DUORD =){ REX + 4RY4)
[ || =(_BYTE =){ KBX + 398)
55 |1 =(_BYTE =}{ ROBX + 192}
56 11 =( BYTE =){ REX + S86)
57 || =(_BYTE =){={ OWORD =){ REX + 2@8) + 17i64) 1= 5 &6 =( BYTE =)(=( QWORD =){ RE:N + ZBE) + 16i64) 1= 1 )
&g ¢
59 iF { vi1 )
1] {
61 YIFfad) = 2
62 IlisignalThreaurnran‘tx'!, ROy + GMB, al): |
63 y
&h 3
6% else
[T {
a7 uil = (& DUORD =){ REX + 416) " {={ BYTE =){ REX + 304) << 18)) & Oxh0ODO;
L1 wf BYTE =){_RBX + 112) = 3;
&9 #{ DWORD =){ RBX + 116} ~= uik:z
78 #{ BYTE =)( REX + 193) = 1;
" wf OWORD =)3{ REX + 64) = @idh;
73 v15 = w{ DWORD =){ ROX + 208):
73 wld = w1k + 17;
’ wl? = u1s + 4BiGS = ={ BYTE =){ REXN + SBF);

00J00BET KiSuspendihread:S5l
€

Pseudo-code for KiSuspendThread (NTOSKRNL) 2/2.
Well, would you look at that!

We have a call to KilnsertQueueApc which is a step involved in dispatching an Asynchronous
Procedure Call (APC). Asynchronous Procedure Calls are used for communication all the time — in
fact they have also been abused for thread hijacking as an entry-point for code injection for
numerous of years now, and there’s a technique named Atom Bombing which relies on APC
injection as well — and the way it works is you target a thread for the APC and you can force the
targeted thread to execute the callback routine for the APC event. This in turn, will force the targeted
thread to execute the code which you wish it to execute. If we wanted to inject code into a user-
mode process from kernel-mode, we could rely on KelnitializeApc and KelnsertQueueApc — of
course this routine is using the non-exported variants though.

The KilnsertQueueApc does exactly what the routine name implies. It inserts an APC event into
a queue. It pretty much sets up the PKAPC structure which is used for the APC dispatch operation —
the PKAPC structure (pointer to KAPC structure) holds data such as the environment for the APC
event (e.g. KernelMode or UserMode), the targeted thread, among other data.

The KiSignalThreadForApc also does what the routine name implies. It will signal the thread for
the APC event as far as | am aware, and this relies on KiSignalThread (another non-exported,
undocumented kernel-mode routine). However, a flag named KiDisableLightWeightSuspend must be
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set to TRUE for the KiSignalThreadForApc operation to occur, among several other conditional
statements.

The KiSuspendThread routine will use the ETHREAD structure (PETHREAD because it's a pointer
to the ETHREAD structure) for the current thread being put into a “suspended” state.

Under the KTHREAD structure there is data regarding thread suspension, for example, a
SuspendCount field. The kernel will update such data regarding thread suspension and then the
thread will be held up waiting for the data to be updated again via KeWaitForSingleObject. An
Asynchronous Procedure Call is performed so the KeWaitForSingleObject call can be made on the
targeted thread and this wait ends when the data is updated again to remove the suspend state.

If you were expecting some sort of super-human mechanism for “thread suspension” then | am sorry
for letting you down. The suspension mechanism evolves around waiting for the semaphore data to
be updated to indicate the thread should be resumed — the wait is executed in the address space of
the targeted process to hold the targeted thread via the APC which was dispatched. It is possible
that the semaphore part is not identically correct for the latest versions of Windows, because
changes may have been made and | initially remember hearing about this many years ago — and
have been unable to completely verify that this operation works like this at-least still — but it makes
complete sense and | doubt it is inaccurate.

We have all this talk about thread suspension, but we’ve forgotten all about thread resuming. It isn’t
fair for us to give all the attention to PsSuspendProcess, KeSuspendThread and
KiSuspendThread... We need to give some love to PsResumeProcess! That’s right, there’s an
exported kernel-mode routine named PsResumeProcess!

@ PsResumeProcess Q00000014057B380 1757

Exports for NTOSKRNL, show-casing that PsResumeProcess is an export.
Well this is exciting... I'm going to take a leap with my confidence and estimate what the
PsResumeProcess routine will do.

1. Enumerate through all the threads of the targeted process

2. Invoke a routine named KeResumeThread

3. Return an NTSTATUS error code (either STATUS_SUCCESS or
STATUS_PROCESS_IS_TERMINATING).
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1HTSTATUS _ fastcall PsResumeProcess(PEPROCESS Process)

24

3 PUDID CriticalRegion; /f rsi@l

4% PEPROCESS Process2; f/ rbp@Ed

5 char =RundownProtectUalue; 77 v1h@E1

il PETHREAD Thread; /7f rax@2

7 HTSTATUS HtStatus; F7f ehx@E2

8 PETHREAD Thread2: ff rdi@3

9

8| criticalRegion = (PUODID)=MK _FP({_ GS_, 392i64);

11 Process2 = Process;

12| ——={{_WORD =)CriticalRegion + 242);

13| BundownProtectUalue = {char =)&Process->RundownProtect;

14 if { {unsigned int8)ExAcquireRundownProtection_B{&Frocess->RundownProtect) == 1 )
Il ¢

|6 LODWORD( Thread) = PsGetHextProcessThread{Frocess2, HULL);
|7 HtStatus = 8;

|8 while { 1 )

|9 f

'a Thread2 = Thread;

3 if ( t*Thread )

12 break ;

'3 KeResumeThread({ into4)Thread);

'y LODWORDL Thread) = PsGetHextProcessThread(FProcess?, Thread?);
' L

b ExReleaseRundownProtection_@{RundownProtectUalue};

¥ 3

'3 else

Ig {

Ia HtStatus = STATUS_PROCESS_IS TERMINMATING; F7 STATUS_PROCESS_TERMIHATING
1| 3

12| KeLeaveCriticalRegionThread{CriticalRegion);

I3 return Htitatus;

1)

Pseudo-code for PsResumeProcess (NTOSKRNL).
Looks like my estimation was right. Some may call me a cheater but that will just be the jealousy
talking!

The PsResumeProcess routine will be called by NtResumeProcess, and we can verify these
findings by checking the routine disassembly.
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PAGE : 0BOBOBO1HBSTEIOR | NTSTATUS _ Fastcall HEResumeProcess{(HANDLE ProcessHandle)
PAGE : 000B0BIT1HASTEBIBR HLResumeProcess proc near

PAGE : 000001 HBSTEIBE

PAGE : 00000001 hASTBIOE var 28
PAGE : 0000001 4 BSTEIBR Process

= dword ptr -28h
= gquord ptr 18h

PAGE : AROROO 505 THIBE

FPRAGE : ARRNDIT 505 78108 nou r11, rsp
FAGE : ABRRDNI 50578300 push rFhx 3 __intoy
FAGE : A0R00DI1 50578300 sulb FSp, 480

PACE : BBABBBAT1RBS7EBIIA ; 5: HTSTATUS = ObpReferencelbjectByHandleWithTag(

PAGE : 000081 HBSTEI18 ; 6: {ULOHG_PTR)ProcessHandle , £/ Process Handle
PAGE : A0BB0881hBSTEI10 ; 7: 2048, £ Tag

PAGE : BOBRO001 5BS7BI10 ; &: PsProcessType, £ Object

PAGE : AAQOODO1 A5 T7BI1R ; U ={ BYTE =){=HK_FP{_ GBS ., 392i6h4) + Bx2321i64)./7 ObjectType
PAGE : AROBODIA 5OSTEIIR ; 10: ‘usisit, /4 Access Hode
PAGE : ARORODIA RS TEITIR ; 117: {__int64)BProcess,

FACE :AROBODI1ASTEIIA ;| 12: a6,

PACE:DRADBAM KBS 7REIIE ; 12: ﬂi.‘uh}; rr I'I||_i|'|:l InFoFmation
PAGE : ABBB0BE1A57E310 mow rax, gs:188h

PAGE : 00000081 HASTEI19 mow edx, B0@Gh

PAGE : B0B00001 45 TEBI1E and gword ptr [r11-18h], @

PAGE : A0B0O0O1 8BS TEIZD and gquord ptr [r11-18h], @

PAGE : ARRDDDI BAS7BI2A mow r#, cs:PsProcessType

PAGE : ARBROODI 505 TRIZF mow rh, [rax+23?h]

FAGE : ARBBODOT 405THII6 1ea Fax, [r11+10n]

PAGE : ABBBOOO1405TBIIA mow [F11-28h], rax

PAGE : B0BBOBS1405TBIZE [0 D+ 4EN+war 2§ aracon < in

PAGE : 000000814 857B346

PAGE : 0ORR0001 R A5 7B3I4E mow ehx, eax

PAGE : 00000001 5 BSTBILD ; 14: if { HISTATUS >= @ )

PAGE : AROBOOG 505 THILD test eax, eax

PAGE z ARRB00 0% FRALF ji short Lloc_1R05FBEIGE

PAGE : ARRABRD &ASTRAST ; 16: HISTATUS = PsResumeProcess(Process);

PAGE : ABBBOOOT 505TBAS +thgh+Process] ; Process

PAGE : BBBBOOST1 HB5TBISE

PAGE : 000BOB1HBSTBASE ; 17: obfbereferencedb jectWithTag{ (ULDHG_PTRIProcess);

PAGE : BBBR0081R057BI5E mow roy, [rsp+hh+Process] ; BugCheckParameter2
PAGE : BBB0GE1 hA57BI60 mow edx, 755373500

PAGE : AOBQ0001 8BS TBIAS mow ehx, eax

PAGE : AROBDDI A5 TRIAT call ObFbereferencelbjectWithTag

PAGE : AROBODIA BRSTRIGE ; 10: return HTSTATUS ;

PAGE : ARODODO 505 TRIGE

PACE : DBOBOBO1HBSTEIGE loc_14B57BIAGL:

; CODE XREF: HMtResumeProcess+u7Tj

PACE : 000D0OS1HBSTBIGD mow eax, ebx
PAGE : 000000681 hB5TBIGE add rFsp, hih
PAGE : 00000081 B5TBIT2 pop rhx

PAGE : A00BOOO1 8BS TBIFI retn

FPRAGE : ARDOODI1 50578373 HtResuneProcess endp

0OSORBO2 00000001405 TRINE: WtResumeProcess

Disassembly of NtResumeProcess (NTOSKRNL).

I highlighted in red the call instruction being used for ObpReferenceObjectByHandleWithTag and
PsResumeProcess. The only difference between NtSuspendProcess and NtResumeProcess is that
the former will be calling PsSuspendProcess and the latter will be calling PsResumeProcess.

Since we’re looking at those Nt* stubs, we may as well take a look at NtSuspendThread and
NtResumeThread briefly to see if they will call.
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1| _dinté4  fastcall HtSuspendThread{ULOMG_PTR BugCheckParameterd, unsigned _ inth6l4 a2)
2K
A _DWORD =u2; FJi rhuxid
4% ULDHG_FTR wd; /F ri@E
5 char whk; Fff r9@1
6| _DWORD =uS; // rouiad
7| __intéh result; S/ ra=@o
8 wnsigned int vw?; J/F edi@7
9| 4int vB; /f [sp+*7Bh] [bp+1Bh]E7
18| ULOHE_PTR BugCheckParameter2; /7 [sp+78h] [bp+2Bh]@E6
11
12| w2 = {_DWORD =}a2;
13| wv3 = BugCheckParameter1;
14| wh o= =( BYTE =)(=MK_FP{__G5__, 392i64) + 562i64);
15| iF { wh BB a2 )
16| ¢
17 uh o= { DUWORD =)4294981760;
18 if { a2 < Bx7FFFFFFFOO0RiGL )
19 w5 = { DWORD =}aZ:
28 #5 = *yh;
21 3}
22| result = ObpReferenceObjectByHandleWithTag(
23 ul, |
2y 2,
25 PsThreadType,
26 ul,
27 19684083288,
28 (_ int64)&BugCheckParameter?,
29 BiGh,
an Bi6h);
31| if { (signed int)result >= 8 )
32
33 v/ = PssuspendThread(BunCheckParaneter?, &uB):
LY ObfDereferenceldbjectWithTag({BugCheckParameter?);
35 if { v2 )
36 w#y? = YB3
ar result = w¥;
38| 3
39| return resultj
nay

Pseudo-code for NtSuspendThread (NTOSKRNL).

NtSuspendThread will just lead down a path of PsSuspendThread, which is also called in
PsSuspendProcess for each found thread during the enumeration operation. Nothing we’ve not seen
done before.

What about NtResumeThread though? We really need to stop giving all the attention and love to
thread suspension and treat thread resuming the same or it might turn rogue out of anger! &
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int64 _ fastcall HtResumeThread(ULONG_PTR BugCheckParameter1, unsigned _ intéhs a2)

1

2

3| _DWORD =v2; // rhxEl
4 ULOHMG_PTR w3; f/F rio@1
5 char wh; fFf ro@1

6| _DWORD =uS: J/ roxidd

7 __intéhs result; /F razi@o

8 int w7; /F [sp+7Bh] [bp+18h]E7

2| ULOMGE_PTR BugCheckParameter2; ff [sp+78h] [bp+20h]E6
|8

1] w2 = { DWORD w~)a2;

12| w3 = BugCheckParameter1;

3] wh = =( BYTE =){=MK_FP({__GS__ , 392i64) + 562i64);
4 if { uvh && a2 )

15 £

|6 uho o= { DUORD #)u294901768;

|7 if ( a? < Bx7FFFFFFFOBOBiGH )

|8 v = { DWORD =)a2;

19 ®)5 = *yuL 7

‘el 3

1| result = DbpReferencelbjectByHandleWithTag(
'2 va,

'3 La96 ,

'y PsThreadType,

' vy, |

'h 19684032280,

"7 ( int68)&BugCheckParameter?,

'8 piGa,

g BiGh);

te| if { {signed int)result >= 8 )

1) {

12 PsResumeThread{BugCheckParameter?, &uid;
a3 ObfbereferencelbjectWithTag{BugCheckParaneter2);
by if ( vz )

I5 #2 = ul;

I result = 0iéh;

]

I8 return result;

FO ¥

Pseudo-code for NtResumeThread (NTOSKRNL).

NtResumeThread will simply call PsResumeThread, which is also called by PsResumeProcess
during the thread enumeration operation. Nothing too interesting here either sadly because we’ve
already seen it all.

We’ve done a lot of discussing and not a lot of programming so it’s time we brought back some C
code. This time, the difference is that the example C source-code will be for kernel-mode software
and not for user-mode software; there are some pre-requisites before you can start developing
kernel-mode software (e.g. kernel-mode device drivers), however | shouldn’t have to lay these out
because you shouldn’t be attempting such a task without having some background in Windows
kernel-mode software engineering in the first place.

For tutorials sake, | will note the following.

1. Download the latest version of Visual Studio (Visual Studio 2017 at the time of writing this) and
install it.

2. Download Windows 10 SDK (latest version) and install it.

3. Download Windows Driver Kit (WDK — latest version) and install it.
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https://www.visualstudio.com/
https://developer.microsoft.com/en-us/windows/downloads/windows-10-sdk
https://developer.microsoft.com/en-us/windows/hardware/windows-driver-kit

You can check the following resource to help get into kernel-mode development, and official from
Microsoft themselves: https://docs.microsoft.com/en-us/windows-hardware/drivers/develop/

The example source code is going to more-or-less replicate NtSuspendProcess/NtResumeProcess;
no access to the System Service Descriptor Table required.

1. We do not have access to ObpReferenceObjectByHandle, but we do have access to
ObReferenceObjectByHandle. ObReferenceObjectByHandle will call
ObpReferenceObjectByHandle and it will allow us to obtain an object to the process by
providing a valid handle to it.

2. PsSuspendProcess/PsResumeProcess.

Let’s get on with it!

First things first, we need to setup our type-definitions. I’'m using a header file specifically for the C
file which is going to contain this.

#define PROCESS_SUSPEND_RESUME 0x0800

typedef NTSTATUS(NTAPI *pPsSuspendProcess)(
PEPROCESS Process

);

typedef NTSTATUS(NTAPI *pPsResumeProcess)(
PEPROCESS Process

);

The reason I've also defined PROCESS_SUSPEND_RESUME is because these “specific” access
rights aren’t available in the WDK libraries by default, and we need that access right for process
suspension/resume operations. We don’t need to have more privileges therefore we shouldn’t try to
gain such.

| got the PROCESS_SUSPEND_RESUME definition from MSDN: https://msdn.microsoft.com/en-
gb/library/windows/desktop/ms684880

We already know that PsSuspendProcess and PsResumeProcess take in only one parameter of
data-type PEPROCESS because of earlier when we took a look at the routines with static reverse
engineering and saw what the NtSuspendProcess/NtResumeProcess routines were doing before
invoking the Ps* routines. Because of ObpReferenceObjectByHandleWithTag, we know that the
parameter is of type PEPROCESS (EPROCESS*).

The next thing we need to do is retrieve the address to PsSuspendProcess and PsResumeProcess.
Since PsSuspendProcess and PsResumeProcess are both exported by NTOSKRNL, this will be
very simple for us to do. There’s a routine named MmGetSystemRoutineAddress.

PVOID MmGetSystemRoutineAddress(
_In_ PUNICODE_STRING SystemRoutineName

);

According to the Microsoft documentation, this routine takes in one parameter which is of
PUNICODE_STRING data-type.
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https://docs.microsoft.com/en-us/windows-hardware/drivers/
https://msdn.microsoft.com/en-gb/library/windows/desktop/ms684880
https://msdn.microsoft.com/en-us/library/windows/hardware/ff554563(v=vs.85).aspx

We’ll continue by doing the following.

1. Setup a routine to return us the address via MmGetSystemRoutineAddress
2. Setup the addresses for PsSuspendProcess and PsResumeProcess

pPsSuspendProcess fPsSuspendProcess;
pPsResumeProcess fPsResumeProcess;

PVOID ReturnSystemRoutineAddress(
WCHAR *RoutineName

)

{
UNICODE_STRING RoutineNameUs = { 0 };

if (!'RoutineName)

{

return 0;

}

RtlInitUnicodeString(&RoutineNameUs,
RoutineName);

return MmGetSystemRoutineAddress(&RoutineNameUs);

}

NTSTATUS InitializeExports()
{

fPsSuspendProcess = (pPsSuspendProcess)ReturnSystemRoutineAddress(
L"PsSuspendProcess");

fPsResumeProcess = (pPsResumeProcess)ReturnSystemRoutineAddress(
L"PsResumeProcess");

if (!fPsSuspendProcess ||
I fPsResumeProcess)

{
return STATUS_INSUFFICIENT_RESOURCES;

}

return STATUS_SUCCESS;
b

That should do the trick. Remember, you will need to make sure the InitializeExports routine is called
before you attempt to make use of the fPsSuspendProcess/fPsResumeProcess variables being
setup, otherwise they will point to NULL and you’ll cause a bug-check crash due to dereferencing a
NULL pointer.

The next thing we need to do is setup our wrapper routines to invoke PsSuspendProcess and
PsResumeProcess. This isn’t a necessity of course, you could just call
fPsSuspendProcess/fPsResumeProcess or whatever you named those global variables to point to
the correct address with the function type-definition set to it, but | find it easier to manage when you
have a wrapper routine for each one — this means if there is ever an issue with the call itself, you can
patch the issue by changing one routine instead of many. It also looks more appealing to me to have
wrapper routines, so this is what I'll be doing in this article.
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All we need to do is have two routines which return an NTSTATUS error code (STATUS_SUCCESS
or another error, this will be the value returned by PsSuspendProcess/PsResumeProcess). We will
need to check within the routine if the fPsSuspendProcess or fPsResumeProcess variable is NULL
or not otherwise if the routine is accidentally called and the address truly is NULL, we’ll be
dereferencing a NULL pointer and end up bug-checking the system, which would be really silly. If the
address is NULL then we can return STATUS_INSUFFICIENT_RESOURCES since this implies we
do not have the required resources to complete the operation, which would be truthful because the
addresses are a “resource” which are needed to make the suspension/resume operation.

NTSTATUS NTAPI PsSuspendProcess(
PEPROCESS Process

)
{
if (!fPsSuspendProcess)
{
return STATUS_INSUFFICIENT_RESOURCES;
}
return fPsSuspendProcess(Process);
}

NTSTATUS NTAPI PsResumeProcess(
PEPROCESS Process

)
{
if (!fPsResumeProcess)
{
return STATUS_INSUFFICIENT_RESOURCES;
}
return fPsResumeProcess(Process);
}

The last thing we have to do to implement the process suspension/resume functionality in kernel-
mode is make our wrapper routines for NtSuspendProcess and NtResumeProcess. Why think about
locating the address to NtSuspendProcess (NTOSKRNL) or NtResumeProcess (NTOSKRNL) at all
when you can have your own wrapper routine which does the same thing as the official one? Well, |
can think of a few reasons why regarding stability... But don’t ruin the moment!

We have a few approaches for the NtSuspendProcess/NtResumeProcess wrapper.

1. We can use the documented, kernel-mode only routine named PsLookupProcessByProcessld
to obtain an object to the targeted process and we can then pass this process object
(PEPROCESS) to the PsSuspendProcess/PsResumeProcess wrapper routines.

2. We can accept a handle parameter to the NtSuspendProcess/NtResumeProcess wrapper
routines the same way the official NtSuspendProcess/NtResumeProcess routines under
NTOSKRNL do, and then we can use the handle to obtain an object to the process.

We’'re going to go with the second option to keep it closer to the real
NtSuspendProcess/NtResumeProcess, but either are fine. Personally, I'd go for using the process
object instead of a handle from the start if | was working in kernel-mode, but that’s just me.
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Thankfully, we have the ability to make use of the ObReferenceObjectByHandle routine. It's also
officially documented. It isn’t the same one used in the NtSuspendProcess/NtResumeProcess
routines in the Windows Kernel but it leads down the same path so it's perfectly fine.
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NTSTATUS NTAPI NtSuspendProcess(

)
{

}

HANDLE ProcessHandle

NTSTATUS NtStatus = STATUS_SUCCESS;
PEPROCESS Process 0,

if (!'ProcessHandle)

{
return STATUS_INSUFFICIENT_RESOURCES;

}

NtStatus = ObReferenceObjectByHandle(ProcessHandle,
PROCESS_SUSPEND_RESUME,
*PsProcessType,
KernelMode,
&Process,
NULL);

if (!NT_SUCCESS(NtStatus))

{
return STATUS_INSUFFICIENT_RESOURCES;

}

NtStatus = PsSuspendProcess(Process);
ObDereferenceObject(Process);

return NtStatus;

NTSTATUS NTAPI NtResumeProcess(

)
{

HANDLE ProcessHandle

NTSTATUS NtStatus = STATUS_SUCCESS;
PEPROCESS Process 0,

if (!ProcessHandle)
{
return STATUS_INSUFFICIENT_RESOURCES;

}

NtStatus = ObReferenceObjectByHandle(ProcessHandle,
PROCESS_SUSPEND_RESUME,
*PsProcessType,
KernelMode,
&Process,
NULL);

if (!NT_SUCCESS(NtStatus))
{

return STATUS_INSUFFICIENT_RESOURCES;
}

NtStatus = PsResumeProcess(Process);

ObDereferenceObject(Process);
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return NtStatus;

}

If you’re conscious about sticking to as less code as possible for whichever reason, it may be nice
for me to comment that you could make another wrapper routine which takes in the process handle
and a BOOLEAN flag to determine if the process should be suspended or resumed. Then,
depending on the flag, use the returned process object with the
PsSuspendProcess/PsResumeProcess wrapper routines. This would prevent you from doing a
check-up on the ProcessHandle parameter, calling ObReferenceObjectByHandle and checking the
status codes in both routines which would cut down a few lines of code — but the end-result would be
identical.

| tested it out by opening a handle to notepad.exe with PROCESS_SUSPEND_RESUME access
rights and then passing the handle to the NtSuspendProcess routine. | set my DriverUnload routine
to call NtResumeProcess on the process so it would be resumed after the driver was unloaded
(experimental purposes).

Mame PID CPU IfOtotal.. Prvateb.. Username Description
| notepad.exe (3612) Properties — O *
Mermory Environment Handles GPU Comment

General Statistics Performance Threads Token Modules

TID CPU  Cycles delta Start address Priarity

< >

Start module: [ Ci\Windows\System32\notepad. exe

Started: 12:35:40 PM 1/16/2018
State: Wait:Suspended (1) Priority: g
Kerne| time: 00:00:00,609 Base priority: 8

User time: 00:00:00.046 1/ priority: Normal

- ' - - ——— Mlmmm rrimeb e Bl =

Testing PsSuspendProcess with a remote kernel-debugger attached under an analysis environment
1/2.

At this moment in time, notepad.exe had been suspended by the experimental kernel-mode device
driver.
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Mame PID CPU Ototal.. Privateb.. User name Description

|| notepad.exe 3612 257MB DES..\WDKRemoteUser MNotepad
| notepad.exe (3612) Properties - O s
Memory Ervironment Handles GPU Comment

General Statistics Performance Threads Token Modules

TID CPU Cydes delta  Start address Priarity
T044 notepad. exe +0x 19450 Mormal
6556 nitdl. dl TpReleaseWWork +0x 20 Mormal
5860 ntdl. dl' TpReleaseWork +0x2c0 Mormal

€ ¥

Start module: | Cr\Windows\System32notepad.exe

Started: 12:35:90 PM 1/16/2018

State: Wart:WrllserRequest Priority: 9

Kernel time: 00:00:00.609  Basepriority: &
| User time: 00:00:00.046 /O priority: Normal i
1 Fantavt mulbdhac:  E ARE Pane nriaribe: Marrmal

Testing PsSuspendProcess with a remote kernel-debugger attached under an analysis environment

2/2.
This happened after unloading the driver, because the NtResumeProcess wrapper was called,
targeting the notepad.exe suspended process. The process was successfully resumed. =

If you look at the screen-shot in which notepad.exe was in a suspended state, you'll notice the
threads were suspended. If those threads weren’t suspended, then the process would not be
“suspended”. After the process has been resumed in the above screen-shot, the threads are
‘resumed” (aka. “running’/”active”).

You can even see in the screen-shot where the process is suspended that the “State” details in the
Process Hacker pop-up Properties window (-> Threads tab) is saying “Wait:Suspended (1)” — the
thread is being held up the same way a normal developer may call WaitForSingleObject
(KeWaitForSingleObject is the kernel-mode equivalent) on a thread of his own in user-mode.

That’s all for this post, I'd like to thank you for reading up to this point and hopefully this post
was found to be useful!

— Opcode

Twitter: https://twitter.com/NtOpcode
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